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OSMLoc: Single Image-Based Visual Localization in OpenStreetMap with Geometric and Seman-
tic Guidances
Youqi Liao,Xieyuanli Chen,Shuhao Kang,Jianping Li,Zhen Dong,Hongchao Fan,Bisheng Yang

• A brain-inspired framework, OSMLoc, which jointly learns the geometry, semantics, and pose for image-to-
OpenStreetMap (I2O) localization;

• A geometry-guided camera-to-BEV transformation module with depth prior from the foundation model;
• An auxiliary semantic alignment task to improve the scene understanding capability of the image model;
• A cross-area and cross-condition validation benchmark for extensive evaluation;
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A B S T R A C T
OpenStreetMap (OSM), an online and versatile source of volunteered geographic information (VGI),
is widely used for human self-localization by matching nearby visual observations with vectorized
map data. However, due to the divergence in modalities and views, image-to-OSM (I2O) matching and
localization remain challenging for robots, preventing the full utilization of VGI data in the unmanned
ground vehicles and logistic industry. Inspired by the fact that the human brain relies on geometric
and semantic understanding of sensory information for spatial localization tasks (Hermer and Spelke,
1994; Epstein and Vass, 2014), we propose the OSMLoc in this paper. OSMLoc is a brain-inspired
single-image visual localization method with semantic and geometric guidance to improve accuracy,
robustness, and generalization ability. First, we equip the OSMLoc with the visual foundational model
to extract powerful image features. Second, a geometry-guided depth distribution adapter is proposed
to bridge the monocular depth estimation and camera-to-BEV transform. Thirdly, the semantic
embeddings from the OSM data are utilized as auxiliary guidance for image-to-OSM feature matching.
To validate the proposed OSMLoc, we collect a worldwide cross-area and cross-condition (CC)
benchmark for extensive evaluation. Experiments on the MGL dataset, CC validation benchmark,
and KITTI dataset have demonstrated the superiority of our method. Code, pre-trained models, CC
validation benchmark, and additional results are available on: https://github.com/WHU-USI3DV/OSMLoc.

1. Introduction
Map Construction and positioning are the basics of

seamless navigation for logistic robots and unmanned ground
vehicles (UGV). Most existing industrial solutions use the
geo-referenced images (Arandjelovic et al., 2016; Cheng
et al., 2018; Hausler et al., 2021; Zhu et al., 2023) or pre-built
3D point cloud maps (Yu et al., 2021; Chen et al., 2022; Shi
et al., 2022; Zou et al., 2023) as the reference map. However,
constructing geo-referenced images or point cloud maps
is expensive and difficult to update. Since the beginning
of the Internet era, volunteering geo-informatics (VGI)
has emerged as a new paradigm that creates, assembles,
and disseminates geographic data by crowd-sourcing users
instead of specific experts (Wang et al., 2024). With over 10
million registered contributors (OSM_Foundation, 2024),
the OpenStreetMap (OSM) provides detailed and up-to-date
data about stationary objects throughout the world, including
infrastructure and other aspects of the built environment,
points of interest, land use and land cover classifications, and
topography (Fan et al., 2014; Vargas-Munoz et al., 2020).
With rich geographic and semantic information, humans can
easily localize themselves by comparing the surrounding
views with the OSM web map. However, the image-to-OSM
(I2O) localization process remains challenging for robots
due to differing modalities and perspectives, which limits the
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full potential of VGI data in the logistics industry and hinder
the development of navigation with the crowd-sourcing map.

Due to above mentioned difficulties, research on I2O
visual localization is scarce. Early I2O localization ap-
proaches, such as Samano et al. (2020) localize along the
pre-defined routes, while Zhou et al. (2021) integrates deep
image features into the Monte Carlo framework to improve
the representation ability of the observation model. Orienter-
Net (Sarlin et al., 2023) is the first end-to-end single-image
I2O localization approach, which lifts the front-view image
features to the birds-eye-view (BEV) and estimates the pose
by dense matching. MaplocNet (Wu et al., 2024) proposed
a coarse-to-fine registration pipeline for I2O localization
and introduced the semantic labels from the autonomous
driving datasets as auxiliary supervision. Although existing
methods have achieved impressive results, we highlight that
two key challenges remain unsolved: 1) effective modular
transformation of visual observations for cross-modality I2O
matching; 2) explainable localization and strong generaliza-
tion across diverse environments worldwide.

Inspired by how the human brain uses geometric and
semantic understanding from sensory information and long-
term spatial knowledge for visual localization task (Hermer
and Spelke, 1994; Vass and Epstein, 2013; Epstein and Vass,
2014), this paper introduces the OSMLoc, a single image-
based visual localization framework with semantic and geo-
metric guidance. The core idea of OSMLoc is illustrated in
Fig. 1(a). We inherit the fundamental model with rich prior
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Figure 1: Image-to-OpenstreetMap localization aims to esti-
mate the 3 degrees of freedom (3-DoF) camera pose. (a) shows
the core idea of our method, which integrates geometry and
semantic guidance into the framework. (b) shows the global
evaluation results.

knowledge, specifically, the DINOv2 encoder (Oquab et al.,
2023) of the Depth Anything model (Yang et al., 2024) into
our framework to construct powerful image features. A com-
pact depth distribution adapter is proposed to incorporate
geometric information from Depth Anything into camera-
to-BEV transformation. To our knowledge, this is the first
attempt to integrate the foundation model into the I2O visual
localization framework. The semantic consistency between
visual and OSM data aids the model’s learning in com-
pleting cross-modular matching. Moreover, existing same-
area validation sets exhibit similar styles, with consistent
building and road patterns within neighborhood blocks of
the training sets. This similarity arises because the data is
typically collected by the same users, on similar devices,
and within close timeframes. This uniformity may introduce
bias into the validation results. Therefore, we collect a novel
cross-area and cross-condition (CC) validation benchmark
for evaluation in diverse environments, as shown in Fig. 1(b).
The CC validation benchmark contains thousands of images

from Detroit, Munich, Taipei, and Brisbane with vast scenar-
ios. Experiments on the Mapillary geo-localization (MGL)
dataset, CC validation benchmark, and the KITTI dataset
reveal that our method outperforms existing methods, par-
ticularly in unseen areas. Overall, the main contributions
include:

1. We propose a brain-inspired framework, OSMLoc,
which jointly learns the geometry, semantics, and
pose for I2O visual localization. Given the challenges
of localization across cross-view and cross-modality
sources, we fully leverage geometric and semantic
cues from the foundational model and OSM data
to help the framework bridge the domain gap and
understand the surroundings.

2. We propose a novel depth distribution adapter (DDA)
to incorporate the depth prior to the camera-to-BEV
transformation. Since accurate depth is essential for
viewpoint transformation and monocular depth esti-
mation is ambiguous, we utilize the DDA to distill the
prior depth knowledge from the foundation model into
our framework.

3. We introduce the auxiliary semantic alignment task
to improve the scene understanding capability of the
image model in a self-supervision manner. As the
OSM data provides detailed semantic and geographic
features of the areas, roads and other objects, we
leverage the semantic consistency between the image
and map as an additional constraint for the visual
localization task.

4. We collect the cross-area and cross-condition (CC)
validation benchmark with thousands of frames in
Detroit, Munich, Taipei, and Brisbane, providing an
extensive testbed for the I2O visual localization mod-
els.

2. Related works
Visual localization methods can be broadly categorized

by data acquisition type into two groups: visual localization
with expert data (Section 2.1) and VGI (Section 2.2). Expert
data refers to data collected, processed and validated by pro-
fessionals or specialized institutions with industrial-grade
devices and rigorous methodologies, such as point cloud
and aerial images. VGI is always created, assembled, and
processed by individuals using consumer-grade devices and
open-source platforms, such as street-view images captured
by smartphones and manually curated OSM data.
2.1. Visual localization with expert data

The visual localization with point cloud has been studied
for decades. Given a query image and pre-built point cloud
map, the image-to-point cloud (I2P) visual localization task
aims to estimate the transform parameters from the camera
coordinate system to the point cloud coordinate system. Sat-
tler et al. (2011) proposed a direct I2P matching framework
by assigning point features to visual words and constructing
the 2D-3D correspondences by linear search. Huitl et al.
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(2012) proposed a novel image and point cloud dataset called
TumIndoor to explore the I2P visual localization task in
indoor environments. Due to the significant computational
and storage burden of point cloud, Cheng et al. (2016) pro-
posed a point cloud simplification framework based on the
K-Cover theory to improve efficiency. Recent approaches (Li
et al., 2020; Chen et al., 2022; Shi et al., 2022) focus on
learning-based methods to improve accuracy and robustness.
Some other approaches (Li and Lee, 2021; Kang et al., 2024)
assume the coarse location of the image is accessible and
aim to estimate the precise 6-DoF pose. Although point
cloud contains detailed spatial information for localization,
the extraction, processing, and storage are costly and require
specialized sensors and software, limiting their applicability
in consumer-grade scenarios.

With wide coverage and easy access, aerial image-based
visual localization methods advance rapidly. Early image-
to-aerial image (I2A) approaches (Lin et al., 2013; Tian
et al., 2017) simplify the localization task by framing it as
a retrieval problem. They divide the aerial image into non-
overlapping patches and search for the most similar one in
the feature space. VIGOR (Zhu et al., 2021) pointed out that
one-to-one image retrieval is not suitable for practical sce-
narios. Consequently, the authors proposed a novel dataset
and a coarse-to-fine pipeline that first retrieves the coarse
pose and then regresses the fine pose. Shi and Li (2022)
argued that directly regressing the camera pose is very dif-
ficult and proposed a multi-scale pose optimization method.
The method projects the aerial image onto the ground image
plane via geometric projection and searches for the optimal
camera pose by minimizing the feature difference. Recently,
SNAP (Sarlin et al., 2024) solves the ground image and
aerial image visual localization, semantic segmentation, and
mapping with a unified framework. As previous approaches
rely on accurate pose labels for supervision, Li et al. (2024)
proposed an unsupervised framework to fully leverage un-
labeled data. Ye et al. (2024) proposed a coarse-to-fine I2A
localization pipeline for oblique-view imagery captured by
unmanned aerial vehicles. Although aerial images are more
compact than 3D point cloud maps, they are still expensive
to capture, generally not free, and heavy to store at high
resolution. Moreover, aerial images of the same location
vary due to different times, seasons, weather conditions, and
lighting, making the long-term visual localization task more
challenging.
2.2. Visual localization with VGI

Unlike expert data, VGI data is created, assembled, and
shared by individuals. Visual localization with the geo-
referenced ground images from VGI platforms, such as
Mapillary (Warburg et al., 2020) or Google Maps (Google,
2024) as the primary databases, is a common research area.
Traditionally, the image-to-ground images (I2I) visual lo-
calization approaches follow a two-step pipeline: 1) finding
the coarse location first; 2) estimating the precise pose
subsequently. In the first step, Arandjelovic et al. (2016); Li
et al. (2023); Zhu et al. (2023) formulate the task as the visual

place recognition problem, which retrieves the top candi-
dates first, and then re-ranks the top-k candidates to improve
the performance further. In the second step, matching-based
methods (Dusmanu et al., 2019; Sarlin et al., 2020) construct
the pixel-to-pixel correspondences first and then estimate the
pose by solving for the homography, whereas matching-free
methods (Kendall et al., 2015; Liu et al., 2020; Tang et al.,
2024) directly regress the 6-DoF transformation parameters
with a pose regressor.

OpenStreetMap-based visual localization approaches
are most related to our method. The pioneering approach
OpenStreetSLAM (Floros et al., 2013) integrates visual
odometry with map information to improve the robustness
and accuracy of the vehicle’s pose estimation. It extracts the
street graph from the map and uses it as the geo-reference
for the observation model in the Monto Carlo localization
(MCL) framework. Samano et al. (2020) embeds the im-
ages and map tiles into low-dimension feature vectors and
searches for the most similar OSM tile in the pre-defined
routes. Zhou et al. (2021) combines the deep image features
with a sequential MCL framework. Yan et al. (2019); Cho
et al. (2022); Lee and Ryu (2024) utilize the point cloud as
visual observation instead of the image for localization with
the OSM data. OrienterNet (Sarlin et al., 2023) is the first
end-to-end single-image I2O visual localization framework
that lifts the image feature into the BEV space and estimates
the camera pose via feature matching. However, the monoc-
ular depth estimation in the view transformation is unreliable
and hard to generalize to unseen environments. Maploc-
Net (Wu et al., 2024) proposed a multi-task registration
pipeline for simultaneously pose regression and semantic
segmentation. The authors introduced the semantic labels
from high-definition (HD) maps as auxiliary supervision.
These labels are expertly annotated data and are not freely
available. Unlike previous approaches, we propose a brain-
inspired I2O visual localization framework that leverages
geometric and semantic guidance from foundation models
and OSM data, both are freely accessible and easily gener-
alizable.

3. Our Approach: OSMLoc
Given a single image  with noisy position prior (�̌�, �̌�) ∈

ℝ2, our approach aims to query the precise position and
orientation using the OSM map. As the OSM data mainly
consists of 2D geospatial information, we simplify the typ-
ical 6-DoF pose estimation problem to the 3-DoF pose
𝒑 = (𝑥, 𝑦, 𝜃) consisting of the 2-D position (𝑥, 𝑦) ∈ ℝ2

and orientation angle 𝜃 ∈ (−𝜋, 𝜋]. We assume the gravity
direction of the image is accessible via an inertial measure-
ment unit or a gyroscope. The global coordinate system here
is the topocentric coordinate system, with the x-y-z axes
corresponding to East-North-Up directions.

Since our approach incorporates cross-view and cross-
modality data, the image and OSM data require pre-processing
before being fed into the framework. For the image , we
rectify the roll and pitch angles to zero using the known
gravity direction and ensure the principal axis is horizontal.
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Figure 2: Illustration of the OSM data rasterization.

The OSM data is stored in structured metadata and repre-
sents the areas, ways and nodes with the region of interest
(ROI), as well as polylines and point of interest (POI). We
categories the elements as in Fig. 2(a) and project the OSM
data onto the x-y plane of the global coordinate system for
rasterization. As shown in Fig. 2(b), we rasterize the areas,
ways and nodes into a 3-channel grid map with a fixed
sampling distance Δ𝑠 = 50 cm/pixel, while preserving the
semantic and geographic information. During training and
evaluation, we crop map tile  of the rasterized OSM data
centered around the location prior as input.

The workflow of our method is illustrated in Fig. 3. Our
OSMLoc first embeds the image  and OSM map tile 
into high-dimensional feature space (Sec. 3.1), and then the
depth distribution adapter distills the geometric prior from
foundation model into depth predictions, while the camera-
to-BEV transformation module (Sec. 3.2) lifts the image
features to birds-eye-view. Lastly, the neural localization
(Sec. 3.3) module estimates pose by dense feature matching.
The semantic alignment is employed as an auxiliary task to
improve the scene understanding ability of the image model.
Pose classification loss 𝑝𝑜𝑠𝑒, depth distribution loss 𝑑𝑒𝑝𝑡ℎ
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Figure 3: Workflow of the OSMLoc.

and semantic alignment loss 𝑠𝑒𝑚 are leveraged to supervise
the network jointly.
3.1. Feature extraction with foundation model

For the image model, we utilize the DINOv2 (Oquab
et al., 2023) of Depth Anything (Yang et al., 2024) as the im-
age encoder. DINOv2 (Oquab et al., 2023) trained the vision
transformer (ViT) (Dosovitskiy, 2020) based model over
142 M images for general vision perception tasks. Depth
Anything (Yang et al., 2024) fine-tuned the pre-trained DI-
NOv2 model on over 1.5 M labeled images and 62 M un-
labeled images for the depth estimation task. As the Depth
Anything model shows strong zero-shot relative depth esti-
mation and semantic capability in various scenes, which is
advantageous for the view transformation and neural local-
ization, we adopt its DINOv2 model as our image encoder
and freeze the pre-trained weights during training. Since
Anyloc (Keetha et al., 2023) demonstrated that features from
multiple stages of foundational models are beneficial for
visual localization, we extract multi-stage features from the
image encoder and feed them into a learnable feature pyra-
mid network (FPN) decoder for progressive fusion. Finally,
the output image feature 𝑭 𝑖𝑚𝑔 ∈ ℝ𝑈×𝑉 ×𝐶 is bilinearly
upsampled to the size 𝑈 × 𝑉 with 𝐶 channel.

For the map model, we use a multi-layer perception
(MLP) to embed the input 3-channel rasterized map into a
high-dimensional semantic embedding𝑠𝑒𝑚 ∈ ℝ𝐻×𝑊 ×(3×𝐶𝑠𝑒𝑚),
where 𝐻 and 𝑊 are the height and with of the map. Each
semantic class of areas, roads and nodes is mapped to a
unique semantic vector with 𝐶𝑠𝑒𝑚 channels, respectively.
Besides, a VGG-16 model is employed as the map encoder,
and the decoder is a compact FPN. Similar to the image
model, we extract multi-stage features from the encoder
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and feed them into the FPN to extract the final map feature
𝑭𝑚𝑎𝑝 ∈ ℝ𝐻×𝑊 ×𝐶 .
3.2. Geometry-guided camera-to-BEV

transformation
With the extracted image feature 𝑭 𝑖𝑚𝑔 ∈ ℝ𝑈×𝑉 ×𝐶 , we

infer a BEV feature map 𝑭 𝑏𝑒𝑣 ∈ ℝ𝐿×𝐷×𝐶 in a 𝐿 × 𝐷
grid map on the x-y plane of the global coordinate system.
Following the BEV perception methods (Philion and Fidler,
2020; Liu et al., 2023), for each pixel (𝑢, 𝑣) on the image,
we sample D discrete points {(𝑢, 𝑑𝑖, 𝑣) ∈ ℝ3

|𝑑𝑖 = 𝑑0 +
𝑖Δ, 𝑖 ∈ {1, 2, ..., 𝐷}} among the camera ray and predict the
associated depth distribution𝜶𝑢,𝑣 ∈ ℝ𝐷. Then we scatter the
image feature to the points with the corresponding probabil-
ity, which generates the feature point cloud 𝑭 𝑝𝑐 ∈ ℝUDV×𝐶

of size UDV. For each point (𝑢, 𝑑𝑖, 𝑣), the associated feature
𝑭 𝑝𝑐(𝑢, 𝑑𝑖, 𝑣) ∈ ℝ𝐶 is defined as the rescaled feature vector
of pixel (𝑢, 𝑣):

𝑭 𝑝𝑐(𝑢, 𝑑𝑖, 𝑣) = 𝛼𝑢,𝑑𝑖,𝑣𝑭 𝑖𝑚𝑔(𝑢, 𝑣). (1)
Since the image is gravity-aligned, each column corresponds
to a triangular "slice" in the frustum (Lentsch et al., 2023),
and the associated feature points should lie within the same
rectangular region extending from the camera in the BEV
polar coordinate system. Therefore, we assemble the feature
point cloud of each column into a polar strip on the plane,
resulting in a 𝐷 × 𝑉 polar feature map 𝑭 𝑏𝑒𝑣. For each polar
grid (𝑑, 𝑣), the feature projection could be formulated as:

𝑭 𝑏𝑒𝑣(𝑑, 𝑣) =
𝑈
∑

𝑢=1
𝛼𝑢,𝑑,𝑣𝑭 𝑝𝑐(𝑢, 𝑑, 𝑣), (2)

where 𝐹𝑏𝑒𝑣 ∈ ℝ𝐷×𝑉 ×𝐶 is the BEV feature map in the polar
coordinate system of the plane. Then we remap the BEV
features from the polar coordinate system to a Cartesian grid
map of size 𝐷 × 𝐿 by linear interpolation.

Depth distribution adapter: Although simple, unsu-
pervised monocular depth estimation presents significant
challenges. While the depth value might be available from
other sensors (e.g., LiDAR or RGB-D camera) for supervi-
sion, it is a non-trivial assumption and hard to generalize
to novel devices and unseen environments. Furthermore, for
each pixel, converting the depth value 𝑑 ∈ (0,+∞) into
the discrete depth distribution 𝜶 ∈ ℝ𝐷 is also an ill-posed
problem.

Fortunately, Depth Anything (Yang et al., 2024) offers a
zero-shot relative depth estimation model, where the output
normalized disparity 𝑡 ∈ [0, 1] provides powerful prior
information about the relative distance relationship for view
transformation. The normalized disparity 𝑡 is a scale- and
shift-invariant, numerically stable version of the depth 𝑑.
During supervised training, the authors first transform the
depth value 𝑑 into the disparity 𝑡 by 𝑡 = 1∕𝑑 and then
normalize it to the 𝑡 for each image:

𝑡 =
𝑡 − min(𝑡)

max(𝑡) − min(𝑡) , (3)

where max(𝑡) and min(𝑡) are the maximal and minimal
disparity values within the image. However, both max(𝑡) and
min(𝑡) are unavailable during inference, and the normalized
disparity 𝑡 cannot be reversed to the depth 𝑑 or the depth
distribution 𝜶 for the view transformation.

Considering the above issue, we design the depth dis-
tribution adapter (DDA) to distill the prior knowledge from
the Depth Anything (Yang et al., 2024) model into the
camera-to-BEV transformation, as shown in Fig. 4. With the
predicted depth distribution 𝜶𝑢,𝑣 ∈ ℝ𝐷 for each pixel (𝑢, 𝑣),
the depth value 𝑑𝑢,𝑣 is formatted as the weighted average
value of the depth distribution:

𝑑𝑢,𝑣 =
𝐷
∑

𝑖=1
𝛼𝑢,𝑑𝑖,𝑣𝑑𝑖, 𝑠.𝑡.

𝐷
∑

𝑖=1
𝜶𝑢,𝑑𝑖,𝑣 = 1. (4)

Then we transform the depth estimation 𝑑𝑢,𝑣 to normalized
disparity 𝑡𝑢,𝑣 according to Eq. (3). With the pseudo ground
truth (GT) disparity value 𝑡𝑢,𝑣 from the decoder of the Depth
Anything model, the depth distribution loss 𝑑𝑒𝑝𝑡ℎ is defined
as the mean absolute error:

𝑑𝑒𝑝𝑡ℎ = 1
𝑈𝑉

𝑈
∑

𝑢=1

𝑉
∑

𝑣=1
|𝑡𝑢,𝑣 − 𝑡𝑢,𝑣|. (5)

By aligning the disparity predictions with Depth Anything,
the DDA module effectively incorporates geometric prior
from the foundation model into the framework, enabling it
to understand the topology of surrounding objects. During
inference, we discard the disparity supervision and directly
utilize the depth distribution 𝜶 for the camera-to-BEV trans-
form.

0.2

0.1

0.2

0.5

0.1

0.1

0.3

0.5 0.1
0.6

0.1

0.1

Depth 
Anything

�����ℎ

Image Depth 

Depth distribution �

Image Feature BEV Feature

Train & Inference

Train only Supervision

Figure 4: Illustration of the depth distribution adapter. For
each pixel, we predict the depth distribution 𝜶 ∈ ℝ𝐷 and
scatter the image feature 𝑭 𝑖𝑚𝑔 to the BEV feature 𝑭 𝑏𝑒𝑣 by
the corresponding depth distribution 𝜶. During training, the
depth distribution prediction is transferred to the depth map
and supervised with the Depth Anything.

3.3. Semantic-guided neural localization
Since OSM data provides semantic and geographic in-

formation about stationary objects, the key to successful
localization lies in constructing the BEV feature 𝑭 𝑏𝑒𝑣 with
consistent semantics and topology to those of the OSM
data. Explicit feature registration at the semantic level also
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aligns with how humans localize themselves (Epstein and
Vass, 2014). However, previous I2O visual localization ap-
proaches largely overlooked the semantic consistency of
images and OSM data. OrienterNet (Sarlin et al., 2023)
exploited the network for pose estimation in an end-to-end
way. However, pose supervision only makes it challenging
for the model to fully understand the surroundings. Concur-
rent approach MaplocNet (Wu et al., 2024) pointed out that
the semantic labels from the HD maps could improve the
comprehension ability of the image model and substantially
enhance visual localization accuracy. However, these seman-
tic labels are not freely accessible and limit the method’s
generalizability. To address the challenge, we introduce an
auxiliary semantic alignment task to improve the scene
understanding capability of the image model. The semantic
alignment task fully utilizes the semantic embeddings 𝑠𝑒𝑚as guidance and is generally free. During the training phase,
for each grid (𝑙, 𝑑𝑖) on the BEV feature 𝑭 𝑏𝑒𝑣 ∈ ℝ𝐿×𝐷×𝐶 ,
we find the corresponding area on the map tile  and the
associated semantic embedding vector with the GT pose
�̂�. Then, we directly align the BEV features 𝑭 𝑏𝑒𝑣 with the
corresponding semantic embeddings of the OSM data. The
semantic alignment loss 𝑠𝑒𝑚 is defined as:

𝑠𝑒𝑚 = 1
𝐿𝐷

𝐿
∑

𝑙=1

𝐷
∑

𝑖=1
‖𝐶1×1(𝑭 𝑏𝑒𝑣[𝑙, 𝑑𝑖])−𝑴𝑠𝑒𝑚[Γ̂(𝑙, 𝑑𝑖)]‖2.

(6)
Γ̂ is the transformation matrix of GT pose �̂� and 𝐶1×1 is a
1 × 1 convolution layer to adjust the channel dimension of
the BEV features.

With the semantic-rich BEV features 𝐹𝑏𝑒𝑣 and map
features 𝐹𝑚𝑎𝑝, the neural localization is responsible for es-
timating the 3-DoF pose 𝒑 = (𝑥, 𝑦, 𝜃) of the image. The
most straightforward strategy is, fusing the BEV features
and map features and estimating the pose with a small
regressor. Unfortunately, in our pilot studies, the network
failed to converge with the regression design after trial and
error, which contradicts the observation in MaplocNet (Wu
et al., 2024). We speculate that this is due to the limited
field of view (FoV) of a single image, which results in the
BEV feature 𝑭 𝑏𝑒𝑣 containing partial information. Therefore,
directly learning the pose vector is challenging. To simplify
the problem, we discretely sample the continuous 3-D pose
space at each map grid and 𝐾 rotations with regular inter-
vals, resulting in a 𝐻 ×𝑊 × 𝐾 volume of pose candidates
in the 3-DoF pose space. For each pose candidate 𝒑ℎ,𝑤,𝑘 =
(𝑥ℎ, 𝑦𝑤, 𝜃𝑘), we project the BEV feature 𝑭 𝑏𝑒𝑣 onto the map
plane and calculate the matching score in the feature space :

𝑺ℎ,𝑤,𝑘 = 1
𝐿𝐷

𝐿
∑

𝑙=1

𝐷
∑

𝑖=1
𝑭𝑚𝑎𝑝(Γℎ,𝑤,𝑘(𝑙, 𝑑𝑖))⊙𝑭 𝑏𝑒𝑣(𝑙, 𝑑𝑖), (7)

where Γℎ,𝑤,𝑘 is the transformation matrix for pose candidate
𝒑ℎ,𝑤,𝑘, and ⊙ denotes the inner product operation. Eq. 7
benefits from an efficient implementation by performing a

single convolution as a batched multiplication in the Fourier
domain (Barsan et al., 2018). Finally, the scoring volume 𝑺
is normalized to the probability volume 𝑷 with the softmax
operation.

The pose classification loss 𝑝𝑜𝑠𝑒 is defined as a binary
cross-entropy loss to maximize the probability of the GT
pose �̂�:

𝑝𝑜𝑠𝑒 = −
𝐻
∑

ℎ=1

𝑊
∑

𝑤=1

𝐾
∑

𝑘=1
𝑃ℎ,𝑤,𝑘 log(𝑃ℎ,𝑤,𝑘) = −log𝑃�̂�,�̂�,�̂� , (8)

where the 𝑃 is the probability volume of the GT pose, which
is concentrated at a single point �̂� = (�̂�, �̂�, �̂�) in the pose
space.

Overall, the joint loss  is defined as a weighted com-
bination of pose classification loss 𝑝𝑜𝑠𝑒, depth distribution
loss 𝑑𝑒𝑝𝑡ℎ and semantic alignment loss 𝑠𝑒𝑚:

 = 𝜆1𝑝𝑜𝑠𝑒 + 𝜆2𝑑𝑒𝑝𝑡ℎ + 𝜆3𝑠𝑒𝑚, (9)
where the 𝜆1, 𝜆2, 𝜆3 are hyper-parameters to control the
weights of each component.

During the inference, we estimate the pose 𝒑∗ as the one
corresponding to the peak in the probability volume 𝑷 :

𝒑∗ = argmax𝒑 𝑃 (𝒑|,) (10)

4. Cross-area and cross-condition validation
benchmark
OrienterNet (Sarlin et al., 2023) has constructed the

Mapillary geo-localization (MGL) dataset for the I2O visual
localization task, containing 826 K images for training and
2 K images for validation. The training-evaluation split fol-
lows the "same-area" protocol, where each location’s images
are disjointed into training and validation sets. Besides, the
distribution of cameras, motions, viewing conditions, and
visual features of the validation set is identical to the training
set. Such same-area and same-condition setup may work
well for localization within a small, local area over a short
time span, it is not appropriate for assessing the performance
of I2O localization methods across different countries with
VGI data collected at various conditions.

To address this concern, we propose a novel validation
benchmark for cross-area and cross-condition validation,
called the CC validation benchmark in the following. Ta-
ble. 1 lists details of the CC validation benchmark, which
contains 7164 images from 4 cities on the Mapillary plat-
form (Mapillary, 2024). These images were collected with
diverse devices, by different users, with varying motion
patterns and under various external conditions, as shown in
Fig. 5 and Fig. 6. They have never been seen before and are
located hundreds of miles away from the nearest area in the
MGL dataset. Each image is captured by cameras handheld
or mounted on helmets, UGVs, or vehicles. For each 360◦
panorama, we split it into 4 × 90◦ FoV perspective images
with a random offset and resample them to a size of 512×512
pixels. We query the OSM data for the corresponding area
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(a) Detroit (b) Munich (c) Taipei (d) Brisbane

Figure 5: OSM data coverage and image trajectories in the CC validation benchmark. The red points represent the locations of
the images.

from the official website (OSM, 2024) and the data pre-
processing is shown in Fig. 2. The validation scenes in
the CC validation benchmark cover a broad range of urban
scenes, including downtown, suburban, overpass regions,
and pedestrian streets. We believe the diverse set of scenes,
captured by various cameras, users, platforms, and under
different external conditions, makes the CC benchmark more
challenging and suitable for comprehensive evaluation.

(a) Detroit (b) Munich

(c) Taipei (d) Brisbane

Figure 6: Query image and map tile pairs from the CC
validation benchmark. Red arrow → represents the GT pose
in the map tile.

5. Experiment
5.1. Experimental setup

We evaluate the performance of our OSMLoc on three
datasets: the MGL dataset, the CC validation benchmark,
and the KITTI (Geiger et al., 2012) dataset. Our model is

Table 1
Details of CC validation benchmark.

City Image Camera Platform

Detroit 1676 Trimble mx50 Vehicle
Gray Search Ladybug

Munich 2156 Trimble mx50 Handheld
Labpano Pilot Era UGV

Taipei 1872 LG-R105 Handheld
RICOH THETA V Vehicle

Brisbane 1460 Garmin VIRB 360 Vehicle
GoPro MAX

trained on the MGL dataset and directly validated on the
CC validation benchmark and KITTI dataset without fine-
tuning.

• MGL dataset: consists of 2580 sequences with ap-
proximately 828 K images collected in 13 cities from
the Mapillary platform, which exposes the camera
calibration, noise GPS measurement, and the 3-DoF
pose in a global reference frame obtained by the fusion
of motion pattern and GPS. All the sequences were
recorded after 2017 with cameras known for high-
quality reconstructions. Images of each city are split
into training and validation sets, resulting in 826 K
training and 2 K validation images.

• CC validation benchmark: consists of 14 long se-
quences with 7164 images from Detroit, Munich,
Taipei, and Brisbane captured between 2017 to 2024.
The regions have never been seen in the MGL dataset.
More details can be found in Sec. 4.

• KITTI dataset: provides the stereo images captured by
a moving vehicle along different trajectories, primar-
ily used for autonomous driving. We use the KITTI
dataset to evaluate the generalization capability of
the proposed method across various image-capturing
platforms. The GT poses were collected from the
integrated navigation system. Shi and Li (2022) split
the KITTI dataset into the Train, Test1 and Test2 sets
for I2A visual localization task. The Test2 set was
collected in a different area, with no overlap of the
MGL dataset or the KITTI Train set. Following the
OrienterNet (Sarlin et al., 2023), we select the Test2
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as the validation set, assuming that an accurate initial
pose sampled within ±20m and ±10◦ is available.
Only the pose candidates that fall within the range are
considered during inference.

Baseline methods: Due to the limited focus on the
single-image I2O visual localization, OrieneterNet (Sarlin
et al., 2023) is currently the only open-sourced comparable
method in the field. We introduce variants of I2A visual
localization methods (Shi and Li, 2022; Xia et al., 2022) as
baselines for further comparison.

• OrienterNet (Sarlin et al., 2023): is the pioneering
end-to-end I2O visual localization method for single
image. We use the officially released code for im-
plementation and retrain the model with the same
settings, except for setting the batch size to 4.

• Retrieval (Xia et al., 2022): replaces the BEV infer-
ence and matching with a correlation between the
neural map and a global image embedding. As the
original implementation predicts a 2-DoF position and
ignores the orientation, we predict the orientation by
considering four neural maps for the North-South-
East-West directions. This formulation also regresses
a probability volume, similar to OrienterNet.

• Refinement (Shi and Li, 2022): updates an initial pose
by warping a satellite view to the image assuming
that the scene is planar, at a fixed height, and gravity-
aligned. We replace the satellite view with a raster-
ized OSM tile. This formulation requires an initial
orientation (both during training and testing), which
we sample within 45◦ of the ground truth orientation
angle.

Evaluation metrics: For the MGL dataset and the CC
validation benchmark, we calculate the position recall (PR),
orientation recall (OR), absolute position error (APE) and
absolute orientation error (AOE) as the evaluation metrics.
With the predicted pose 𝒑𝑖 = (𝑥𝑖, 𝑦𝑖, 𝜃𝑖) and GT pose �̂�𝑖 =
(�̂�𝑖, �̂�𝑖, �̂�𝑖) of frame 𝑖, the PR and OR are formulated as :

PR = 1
𝑀

𝑀
∑

𝑖=1
1(‖(𝑥𝑖, 𝑦𝑖) − (�̂�𝑖, �̂�𝑖)‖2 < 𝜎𝑝),

OR = 1
𝑀

𝑀
∑

𝑖=1
1(|𝜃 − �̂�𝑖| < 𝜎𝑜),

(11)

where 𝑀 is the number of test frames and the threshold
pairs 𝝈 = (𝜎𝑝, 𝜎𝑜) are the maximal tolerance of the localiza-
tion error. The APE and AOE are the mean absolute error
between the predicted poses and GT poses:

APE = 1
𝑀

𝑀
∑

𝑖=1
‖(𝑥𝑖, 𝑦𝑖) − (�̂�𝑖, �̂�𝑖)‖2,

AOE = 1
𝑀

𝑀
∑

𝑖=1
|𝜃𝑖 − �̂�𝑖|.

(12)

For the KITTI dataset, since position recall is closely related
to the vehicle’s motion direction in autonomous driving
scenes (Shi and Li, 2022), we separate the position recalls
into two components: the perpendicular direction recall (lat-
itudinal, LatR) and the parallel direction recall (longitudinal,
LonR) to the viewing axis.

Implementation details: For the image, we set 𝑈 and
𝑉 to half of the original image size and 𝐷 = 64, 𝑑0 =
0,Δ = 0.5m and 𝐿 = 129 during the camera-to-BEV
transformation. For the OSM data, we render map tiles of
size 𝐻 × 𝑊 = 128m × 128m centered around points
randomly sampled within 32m of the ground truth pose. The
orientation sampling number 𝐾 is set to 64 during training
and 256 during inference. The GT pose �̂�, pseudo disparity
label 𝒕 and the semantic embedding 𝑠𝑒𝑚 are jointly used
to supervise the network. We trained the network for 500K
steps with a batch size of 4, using SGD to optimize the
network, and the initial learning rate is set to 1e-4. The hyper-
parameters for the loss weight are set to 𝜆1 = 1, 𝜆2 =
10, 𝜆3 = 20. The threshold pairs 𝝈 = (𝜎𝑝, 𝜎𝑜) are set to
(1m, 1◦), (3m, 3◦) and (5m, 5◦) during evaluation. All the
experiments are conducted on a computer with an Intel i9-
13900K CPU and an NVIDIA RTX 4090 GPU. By adjusting
the layers and channels of the image model, we design two
variants of our method: the small and base versions (denoted
as OSMLoc-S and OSMLoc-B, respectively). More configu-
rations and implementation details are available in our open-
source code1.
5.2. Localization results

MGL dataset: Table. 2 shows the single-image visual
localization results on the MGL dataset. Notably, our OSM-
Loc significantly outperforms all baseline methods by a large
margin across all position and orientation recall thresholds.
Specifically, OSMLoc-S reduces the APE and the AOE
by approximately 0.91m∕2.62◦ and improves the 5m∕5◦
recall by 3.30%∕4.82% over the SOTA baseline method,
OrienterNet (Sarlin et al., 2023); OSMLoc-B achieves the
best performance, with a 1.96m∕5.80◦ reduction in APE
and AOE and a 5.39%∕7.70% improvement in the 5m∕5◦
recall. With comparable inference speed, the improvement
mainly results from incorporating geometric and semantic
guidance into the I2O localization framework rather than
enlarging the model. Furthermore, Fig. 7 shows the re-
call curves for top candidates at different thresholds, where
OSMLoc-B achieves the highest recall across various set-
tings. These quantitative results demonstrate that our method
significantly enhances prediction accuracy and robustness,
as evidenced by consistent gains in position and orientation
recall across different thresholds and top candidates.

CC validation benchmark: We evaluate our method
and the baseline method OrienterNet, on the CC validation
benchmark and report the single-image localization results
in Table. 3. Although the CC validation benchmark is more
challenging than the same-area and same-condition vali-
dation set of the MGL dataset, our method consistently

1https://github.com/WHU-USI3DV/OSMLoc
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Table 2
Visual localization results on the MGL dataset. ↑ means higher is better, ↓ means lower is better. The localization results of
"Retrieval" and "Refinement" are taken from OrienterNet (Sarlin et al., 2023). We use bold font to indicate the best results and
underline to indicate the second-best results.

Approach PR @Xm↑ OR @X◦↑ APE(m)↓ AOE(◦)↓ FPS↑
@1m @3m @5m @1◦ @3◦ @5◦

Retrieval 2.02 15.21 24.21 4.50 18.61 32.48 - - -
Refinement 8.09 26.02 35.31 14.92 36.87 45.19 - - -
OrienterNet 10.69 42.12 54.01 19.22 48.56 63.59 12.00 28.71 5.5
OSMLoc-S 14.04 44.00 57.31 21.84 53.38 68.41 11.09 26.09 6.2
OSMLoc-B 15.30 46.05 59.40 21.79 56.57 71.29 10.04 22.91 5.0

(a) PR@1m (b) OR@1°

(c) PR@3m

(e) PR@5m (f) OR@5°

(d) OR@3°

Figure 7: Position and orientation recall curves of the top
candidates on the MGL dataset. The gray, orange, and
navy curves are for OrienterNet, OSMLoc-S and OSMLoc-B
respectively.

outperforms the baseline across all four cities, demonstrat-
ing a clear advantage in various scenes. Specifically, our
OSMLoc-B achieves 16.77%∕17.84% and 5.47%∕12.25%
improvement of 5m∕5◦ recall in Detroit and Munich respec-
tively, demonstrating the superiority of our method. Since
the test areas of Taipei and Brisbane are situated in central
urban districts with numerous skyscrapers and overpasses,
these scenes differ significantly from the training set and
offer limited useful information for localization. We believe
that these factors contribute to the relatively lower localiza-
tion success rate in these regions. Nevertheless, our OSM-
Loc still achieves significantly higher localization accuracy
compared to the baseline. Fig. 8 presents the qualitative
results of OSMLoc-S on the CC validation benchmark.

Table 3
Visual localization results on the CC validation benchmark. ↑
means higher is better. We use bold font to indicate the best
results.

City Method PR @Xm↑ OR @X◦↑
@1m @3m @5m @1◦ @3◦ @5◦

Detroit
OrienterNet 7.64 33.11 46.24 13.66 32.10 44.57
OSMLoc-S 11.99 43.32 52.45 16.77 39.86 54.47
OSMLoc-B 13.37 51.79 63.01 19.75 48.57 62.41

Munich
OrienterNet 2.68 17.90 35.11 12.48 32.75 47.40
OSMLoc-S 3.20 19.53 38.27 15.07 39.19 55.94
OSMLoc-B 4.36 22.03 40.58 15.35 41.79 59.65

Taipei
OrienterNet 1.23 8.17 16.13 5.88 16.40 24.79
OSMLoc-S 1.07 8.39 18.00 7.00 20.35 29.59
OSMLoc-B 1.44 9.72 19.18 7.32 21.31 32.10

Brisbane
OrienterNet 0.21 2.60 7.47 4.66 9.73 17.60
OSMLoc-S 0.41 2.81 8.56 5.55 15.34 23.90
OSMLoc-B 0.27 2.88 9.18 5.00 15.34 24.86

KITTI dataset: Extensive experiments are conducted
on the KITTI dataset to demonstrate the generalizability of
our method in self-driving scenarios. The quantitative results
are shown in Table. 4. Without fine-tuning, our OSMLoc
outperforms baseline methods trained on the KITTI dataset
by a large margin, demonstrating its strong generalization
capability and robustness. Furthermore, compared with the
methods (Shi and Li, 2022; Sarlin et al., 2023) trained
on the MGL dataset, our OSMLoc achieves much higher
position and orientation recall. These quantitative results
highlight that our method excels in accuracy, robustness, and
generalization, making it suitable for versatile downstream
tasks. Fig. 9 deploys additional qualitative results, where our
method produces cleaner likelihood maps and more accurate
camera pose predictions.
5.3. Ablation studies and Analysis

In this section, we analyze the impact of the foundation
model in the image encoder, as well as the geometric and
semantic guidance, on the overall framework. Ablation ex-
periments are conducted on the MGL dataset to assess the
effectiveness of each module. We also present some failure
cases to explore the limitations of our approach.

Firstly, we conduct ablation studies to investigate the
influence of the foundational model-based image encoder.
As shown in Table. 5, the foundation model boosts the
localization performance with its rich prior knowledge. Ad-
ditionally, utilizing the larger DINOv2-B leads to continuous
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Image Image Feature Image DepthMap LikelihoodMap Feature

∆� = 1.46�/0.79∘

∆� = 0.69�/2.45∘

∆� = 2.45�/1.82∘

∆� = 1.76�/2.63∘

(a)

(b)

(c)

(d)

Figure 8: Qualitative results of OSMLoc-S on the CC validation benchmark. (a) Detroit. (b) Munich. (c) Taipei. (d) Brisbane.
Black arrow → represents the predicted pose and red arrow → represents the GT pose in the map.

Table 4
Quantitative results on the KITTI dataset. We use bold font to indicate the best results and underline to indicate the second-best
results..

Map Method Training dataset LatR @Xm↑ LonR @Xm↑ OR @X◦↑
@1m @3m @5m @1m @3m @5m @1◦ @3◦ @5◦

Satellite
DSM

KITTI
10.77 31.37 48.24 3.87 11.73 19.50 3.53 14.09 23.95

VIGOR 17.38 48.20 70.79 4.07 12.52 20.14 - - -
Refinement 27.82 59.79 72.89 5.75 16.36 26.48 18.42 49.72 71.00

OSM

Retrieval

MGL

37.47 66.24 72.89 5.94 16.88 26.97 2.97 12.32 23.27
Refinement 50.83 78.10 82.22 17.75 40.32 52.40 31.03 66.76 76.07
OrienterNet 62.03 90.89 95.73 19.99 51.60 65.78 29.93 72.81 87.79
OSMLoc-S 65.75 93.79 96.74 24.50 59.53 72.67 33.41 75.67 91.67
OSMLoc-B 66.71 94.26 97.04 27.14 62.09 73.80 37.43 79.69 92.61

improvement in localization accuracy, but it also increases
the computational complexity and reduces the efficiency.
Table. 6 shows the ablation study results on the depth guid-
ance and semantic guidance. In variant [𝐴], the framework is
supervised by the pose label �̂� only. Variant [𝐵] utilizes the
geometric guidance from the Depth Anything and introduces
the depth loss 𝑑𝑒𝑝𝑡ℎ into the framework. The localization
results show that geometric guidance is beneficial for accu-
rate localization. Variant [𝐶] utilizes the semantic embed-
dings M𝑠𝑒𝑚 from the OSM data and introduces the semantic
alignment loss 𝑠𝑒𝑚, which also boosts the PR performance.

Finally, variant [𝐷] demonstrates that jointly learning the
pose, geometric and semantic achieves the best localization
performance.

Failure cases: The localization accuracy of our OSM-
Loc heavily depends on the quality, quantity and distinc-
tiveness of the surrounding objects in the image. When the
camera’s FoV is obstructed by skyscrapers or the surround-
ing environment is monotonous, our method may struggle
to accurately estimate the pose. Fig. 10 shows some failure
cases under different conditions. In the first and second
cases, useful information is limited due to the buildings
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Figure 9: Qualitative results on the MGL dataset, CC validation benchmark and KITTI dataset. The red rectangle represents
the wrong localization result and the green rectangle represents the correct localization result. Black arrow → represents the
predicted pose and red arrow → represents the GT pose in the map.

obstructing the view, which makes it difficult for the model to
distinguish the exact pose along the roadside. In the third and
fourth cases, the model fails to localize itself with a single
image, as the objects in the vehicle’s forward direction are
extremely similar. Sequential localization with the motion
pattern can greatly improve the accuracy, as discussed in
Sec. 5.4.

5.4. Application in sequential localization
From observed failures, we learn that while our method

enhances single-image I2O localization performance, the
task remains inherently ill-posed and uncertain due to lim-
ited FoV information and scale ambiguity, which may lead
to occasional failures. For example, nearby crossings often
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Table 5
Ablation studies on the foundation model of image encoder.

Image Encoder PR @Xm↑ OR @X◦ ↑
@1m @3m @5m @1◦ @3◦ @5◦

ResNet-101 12.90 43.27 56.05 20.48 52.28 66.42
DINOv2-S 14.04 44.00 57.31 𝟐𝟏.𝟖𝟒 53.38 68.41
DINOv2-B 𝟏𝟓.𝟑𝟎 𝟒𝟔.𝟎𝟓 𝟓𝟗.𝟒𝟎 21.79 𝟓𝟔.𝟓𝟕 𝟕𝟏.𝟐𝟗

Image Map Log-Likelihood

Figure 10: Failure cases. The first and second ones are from
the MGL dataset and the CC validation benchmark, while the
third and last ones are from the KITTI dataset. Black arrow

→ represents the predicted pose and red arrow → represents the
GT pose in the map.

appear similar and are difficult to distinguish, even for hu-
man users with a single glance. Leveraging sequential im-
ages could effectively mitigate these issues, and our method
serves as a robust observation model for existing sequence-
based approaches.

Following previous approaches (Chen et al., 2021; Zhou
et al., 2021), we utilize the Monte Carlo Localization (MCL)
framework with the particle filter to solve the sequential
localization problem. For the first frame, we initialize 𝑁
particles onto the top-𝑁 pose candidates and each particle
represents a pose hypothesis 𝒑𝑖1 = (𝑥𝑖1, 𝑦

𝑖
1, 𝜃

𝑖
1). When the

camera moves, the pose of each particle is updated based
on the motion model with the control input 𝐮. The expected
observation from the predicted pose of each particle is
then compared with the actual observation acquired by the
camera to update the weight of each sample. Particles are
resampled based on the weight distribution and reduced for
efficiency when the effective sample number is less than a
predefined threshold. After several iterations, the particles
gradually converge around the GT pose.

At timestamp 𝑡, MCL realizes a recursive Bayesian filter
estimating the probability density 𝑝(𝒑𝑖𝑡|𝑺1∶𝑡, 𝒖1∶𝑡) over the
pose 𝒑𝑡 given all observation 𝑺1∶𝑡 and motion inputs 𝒖1∶𝑡up to time 𝑡. Here 𝑺 is the matching score volume, and 𝑡
is reused as the timestamp for simplicity. The posterior is
updated as:

𝑝(𝒑𝑡|𝑺1∶𝑡, 𝒖1∶𝑡) = 𝜂𝑝(𝑺 𝑡|𝒑𝑡,) (13)

∫ 𝑝(𝒑𝑡|𝒖𝑡,𝒑𝑡−1)𝑝(𝒑𝑡−1|𝑺1∶𝑡−1, 𝒖1∶𝑡−1) 𝑑𝒑𝑡−1, (14)

where 𝜂 is the normalized constant, 𝑝(𝒑𝑡|𝒖𝑡,𝒑𝑡−1) is the mo-
tion model, and the 𝑝(𝑺 𝑡|𝒑𝑡,) is the observation model.
We use the standard motion model in (Thrun, 2002) and
focus on the observation model. For each particle 𝑖, we query
the matching score 𝑺 𝑡(𝑥𝑖𝑡, 𝑦

𝑖
𝑡, 𝜃

𝑖
𝑡) from the score volume

and approximate the likelihood 𝑝(𝑺 𝑡|𝒑𝑖𝑡,) as a Gaussian
observation model:

𝑝(𝑺 𝑡|𝒑𝑖𝑡,) ∝ 𝑤𝑖
𝑡 = exp

( log𝑺 𝑡(𝑥𝑖𝑡, 𝑦
𝑖
𝑡, 𝜃

𝑖
𝑡)

2𝜍2
)

, (15)

where 𝜍 controls the sensitivity of the observation. With the
weight 𝑤𝑖

𝑡 of each particle, the posterior pose �̂�𝑡 is computed
as the weighted average vector of the candidate poses:

�̂�𝑡 =
∑𝑁

𝑖=1𝑤
𝑖
𝑡𝒑

𝑖
𝑡

∑𝑁
𝑖=1𝑤

𝑖
𝑡

. (16)

During implementation, the number of particles is set to
𝑁 = 1000 at initialization and reduced to 200 if converged.
The sensitivity parameter 𝜍 is set to 2.0. The minimal and
maximal sequence lengths are set to 3 and 10 respectively.
To simulate the real motion pattern, random Gaussian noise
𝝐𝑝 is added to the GT pose. For the MGL dataset and CC
validation benchmark, we sub-sample the sequences and
ensure that frames are spaced by at least 4m, and 𝜖𝑥, 𝜖𝑦 ∼
 (0, 0.5m), 𝜖𝜃 ∼  (0, 0.1𝜋). For the KITTI dataset, we
use the raw sequences and 𝜖𝑥, 𝜖𝑦 ∼  (0, 0.05m), 𝜖𝜃 ∼
 (0, 0.01𝜋).

The quantitative results of sequential localization on the
MGL dataset, CC validation benchmark, and KITTI dataset
are presented in Table. 7 and Table. 8. With the identical mo-
tion model and experimental settings, our method achieves
higher position recall (PR) and orientation recall (OR) val-
ues than the baseline method. Compared with single-frame
localization results, sequential localization significantly im-
proves the accuracy and reduces ambiguity, as shown in
Fig. 11.

6. Conclusion
In this paper, we present the OSMLoc, a brain-inspired

single image-to-OpenStreetMap (I2O) visual localization
framework. The proposed method integrates the recent foun-
dation model Depth Anything for geometric guidance, and
fully exploits semantic information from the OSM data to
enhance the perception capability of the image model. A
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Table 6
Ablation studies on depth guidance and semantic guidance. OSMLoc-S is selected as the baseline. The 𝑝𝑜𝑠𝑒 means the pose
classification loss. 𝑑𝑒𝑝𝑡ℎ means the depth distribution loss. The 𝑠𝑒𝑚 means the semantic alignment loss.

𝑝𝑜𝑠𝑒 𝑑𝑒𝑝𝑡ℎ 𝑠𝑒𝑚
PR @Xm↑ OR @X◦ ↑

@1m @3m @5m @1◦ @3◦ @5◦

[𝐴] ✓ 11.52 42.54 55.53 20.80 51.44 65.79
[𝐵] ✓ ✓ 12.33 43.22 55.15 21.22 51.74 66.01
[𝐶] ✓ ✓ 13.20 43.43 56.16 20.43 51.08 66.16
[𝐷] ✓ ✓ ✓ 14.04 44.00 57.31 21.84 53.38 68.41

Image Single-image Sequence
#0

#50

(a)  Comparable results of single-shot and sequence

(b)  Localization Error (c) Trajectories

St
ep

#0

#20

#40

#60

#40

Figure 11: Qualitative results of sequential localization in
Munich. (a) comparable localization results of single-image and
sequential images. (b) Incorporating multi-frame observation
and the motion pattern reduces the ambiguity and consistently
improves the accuracy and robustness.

novel cross-area and cross-condition (CC) validation bench-
mark is proposed to evaluate the accuracy, robustness and
generalizability of I2O visual localization methods. Exper-
iments on the MGL dataset and CC validation benchmark
have demonstrated that our OSMLoc achieves higher local-
ization accuracy, while extensive experiments on the KITTI
dataset highlight its application value in the autonomous
driving area. Sequential localization experiments underscore

Table 7
Sequential localization results on the MGL dataset and CC
validation benchmark. We use bold font to indicate the best
results. “Detroit", “Munich", “Taipei" and “Brisbane" mean the
city subsets of the CC validation benchmark. “single" means
the single-image localization and “seq" means the sequential
localization. "Ori" is short for OrienterNet.

Data Setup Method PR @Xm↑ OR @X◦↑
@1m @3m @5m @1◦ @3◦ @5◦

M
G

L single Ori 10.69 42.12 54.01 19.22 48.56 63.59
Ours 15.30 46.05 59.40 21.79 56.57 71.29

seq Ori 21.47 59.56 72.90 22.32 56.70 71.47
Ours 25.13 61.74 77.42 25.77 61.64 75.88

D
et

ro
it single Ori 7.64 33.11 46.24 13.66 32.10 44.57

Ours 13.37 51.79 63.01 19.75 48.57 62.41

seq Ori 15.41 53.60 66.13 16.79 42.39 57.01
Ours 23.74 71.16 80.04 23.56 59.71 74.22

M
un

ic
h single Ori 2.68 17.90 35.11 12.48 32.75 47.40

Ours 4.36 22.03 40.58 15.35 41.79 59.65

seq Ori 4.14 31.92 54.41 15.99 43.45 58.78
Ours 7.99 40.57 63.10 21.19 53.07 71.79

T
ai

pe
i single Ori 1.23 8.17 16.13 5.88 16.40 24.79

Ours 1.44 9.72 19.18 7.32 21.31 32.10

seq Ori 2.62 15.36 26.18 5.30 16.54 25.80
Ours 2.74 16.10 29.60 6.37 21.31 32.82

B
ris

ba
ne single Ori 0.21 2.60 7.47 4.66 9.73 17.60

Ours 0.27 2.88 9.10 5.00 15.34 24.86

seq Ori 1.03 7.16 16.39 4.41 12.74 20.59
Ours 1.38 9.16 17.70 6.54 16.74 26.93

the potential practical value. We hope that our OSMLoc will
benefit the relevant communities in the field.
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